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Antitrust and High-Tech: Regulatory Risks for Innovation and Competition

By Ronald A. Cass

I. Target Selection in an Innovation Economy

A. Regulatory Power, Regulations’ Problems, and Antitrust

While government regulators almost inevitably are chastised for doing too much or too little, antitrust officials generally have escaped the harshest reviews from regulatory critics and often have garnered a measure of praise even from regulation skeptics. The widely held assumption that antitrust laws serve to protect competition and consumers has provided cover to antitrust regulators, whose basic mission (if not all the particular applications and initiatives) generally was applauded by academic observers, businesses, and politicians.

Yet the authority enjoyed by antitrust regulators—to pick regulatory targets, investigate their business activities, initiate antitrust prosecutions, and, if successful (winning a case or securing a settlement), generate substantial fines plus on-going regulatory constraints—is an awesome, largely unconstrained, and dangerous power. Wrongly exercised, it can encourage investments in rent-seeking (manipulating government) and undermine economic growth, competition, and innovation, especially where the focus of the antitrust inquiry is whether an individual firm has abused its position as a market leader (“monopolization” cases in the United States and “abuse of dominance” inquiries in Europe and much of the rest of the world). The problems are most acute where the potential target’s business is in fields such as high-technology, which has several features that exacerbate difficulties with government investigation and prosecution of leading firms.

Increasing attention has been paid to the divergence between conjectures that unchecked behavior of market leaders can harm consumers and the reality that government interventions most often serve the interests of rival firms. The most important reasons for the disconnect trace to regulators’ failures to appreciate the breadth of competitive activity, the speed with which changes can occur (particularly in rapidly evolving sectors such as high-technology), and the damage that untoward government interventions can do to incentives to innovate and to compete.

B. Innovation Economy: Characteristics and Consequences

America’s economy, like that of much of the developed world, increasingly is tied to the fortunes of innovators and of entrepreneurs running innovation-based businesses. The U.S. Department of Commerce reports that intellectual property-intensive industries (those based on rights to innovative and creative work) have been growing at a rate 60 percent faster than all U.S. industries, that they account for more than a third of the U.S. economy, and that they also generate more than 60 percent of all U.S. merchandise exports. Although these industries represent only about one-quarter of the American workforce, they have a much larger impact on the economy and are important drivers of economic growth.

They also have an outsized effect on our lives, accounting for an amazing transformation of the way we do so many things over the past century. An array of new products are envisioned, designed, engineered, and marketed by high-technology firms has changed the way we communicate with one another, the way we spend our leisure time, the way we access information, do our work, travel, and much more. We’ve gone from the days of communicating by hand-written notes delivered after days or months of travel by sea or overland, to a time of instantaneous communication across continents by e-mail and cell-phone, from mental arithmetic to slide rule to room-sized computers with minimal memory and modest calculating power at astronomical cost to nearly ubiquitous computing power at minuscule cost. Compare the Univac (the first notable, commercial computer) with today’s smartphones. When first offered for sale, Univac weighed between 7 and 8 tons, was the size of a room, cost roughly $7 million in current dollar terms, had a memory of 1,000 words, and could make fewer than 2,000 calculations per second. A smartphone today weighs 3 to 5 ounces, fits in a pocket or purse, costs between $100 and $500, stores up to 64 gigabytes of information, performs 100 million operations per second—and also doubles as a still and video camera, phone, GPS locator, calculator, Internet connection, game player, music and movie player, and much more.

The nature of high-technology industries where high investment in innovation, substantial economies of scale or network effects, and rapid change in what consumers prize leads to individual companies growing rapidly and dominating particular sectors until the next big thing comes along. These “winner-take-all” or “winner-take-most” markets are common in high-technology sectors. This may explain why the most valuable public company in America today—and the most valuable ever—is technology titan Apple, with a market capitalization in excess of $620 billion as of August 2012. That figure passed the record set by another tech giant, Microsoft, in 1999 (though, adjusting for inflation, Microsoft’s high-water mark would come out ahead).

Yet just as this sector can be characterized by rapid rises, it also can see rapid falls from the top. Facebook, which has now passed the billion user mark, may still be the dominant social network, but its stock value fell by half in just a few
months after a much-anticipated public offering in the spring of 2012. Other high-tech businesses offer starker illustrations of the volatility of the sector:

These markets attract enormous attention from innovators and entrepreneurs: the opportunity to leap to the front of the line with a new idea attracts competition to replace market leaders – competition that explains why a host of once-thriving companies have left the high-tech stage. Atari was once the leader in personal computing; so was Compaq. Wang led in word processing, as did MicroPro (WordStar) and SSI (WordPerfect). Some companies run fast enough to stay ahead of the pack, at times for a good while, but turnover in market leaders – even those that seem well-positioned to stay in front – is characteristic of these innovation-driven markets.9

Entry into these innovation markets is much easier than in markets that depend on traditional manufacturing or similar inputs; innovators can be rewarded for ideas at early stages; and the public obviously benefits from the new concepts and new companies that emerge from a relatively open competition taking place over time and across traditionally-recognized market boundaries. Mostly, the very characteristics that generate high concentrations at the top of the market for a time and high returns to the most successful firms also attract investment in trying to come up with the innovation that will replace the leader, perhaps by establishing a new, successor market sector.9

C. Applying Antitrust to High-Tech

Antitrust authorities need to exercise special care in making enforcement decisions respecting high-technology industries. Well-known problems of centralized decision-making (a common feature of regulatory schemes, including public antitrust enforcement) are rooted in limited information available to the decision-makers along with difficulties of analysis and prediction (attributable in part to changeable personal value judgments, in part to complexity, and in part to the extremely large range of potential paths that business, social trends, and technology can take).10 High-technology cases involve technical issues that are not readily understood by non-specialists and business directions that are not obvious even to the best-informed insiders.

The mismatch between hope and change in using antitrust to regulate the leading high-tech firms is more pronounced because, while the concerns over network effects are dynamic, the principal tools for antitrust analysis—especially respecting definition of the relevant market—are static. These tools almost inevitably orient enforcers’ decisions toward excessive concern with one part of what, rightly understood, is a much larger competitive picture, even though the composition of the larger picture is difficult to predict. Theories have emerged that, if embraced by the courts, could give antitrust enforcers much greater scope for restraining aggressive competition from market-leading individual firms, but these depend on assumptions about the limits of market competition that seem ill-suited to high-tech markets where new ideas allow one firm to replace another and one technology to replace another in unpredictable fashion.11

Rather than demonstrating special caution in venturing into this set of cases, however, antitrust enforcers seem anxious to engage the leading high-technology firms while markets are evolving at a rapid pace. Among the companies publicly identified as actual or potential antitrust targets in recent months are Facebook, Apple, Yahoo, Google, IBM, AT&T, Microsoft and Intel. How the government handles decisions respecting these firms has important implications for the economy and for innovation.

Antitrust inquiries can exact extraordinarily high costs from target firms, both in direct expenditures and in distraction from core business operations.12 Even inquiries that do not result in suits can be costly and disruptive. And in fields characterized by dynamic competition, there generally is little reason to expect that inquiries into individual firm conduct on dominance grounds will be socially beneficial—at least if pursued beyond an initial, cursory review; not only is it unlikely that there single-firm conduct will generate serious harm to consumers (as opposed to competitors), but whatever benefit in expanded competition might be produced by litigation is apt to be largely attained from market forces in any event. In other words, the incremental remedial benefit from investigation and litigation is apt to be modest when it exists at all.13

Further, the expected costs of antitrust inquiries and prosecutions by enforcement authorities will influence behavior of prospective targets before any specific investigation is begun—largely in ways that will not be socially beneficial. As the expected costs associated with antitrust investigations and litigation rise, incentives decline for investment in the activities that generate potential enforcement actions, including investments in initial innovation, follow-on improvements, and aggressive competitive conduct (often exactly the sort of conduct that results in lower prices, improved products, and reduced costs of acquisition, access or operation for consumers).

“Aggressive competition” may sound bad to antitrust enforcers and antitrust-enthusiast academic theorists, but aggressive competition tends to deliver benefits to consumers, whether from a business offering the lowest prices, most or most convenient store locations, longest hours, most extensive and extensively integrated set of product features, or any other “most” that sets a business apart from its rivals.14 Excessively vigorous antitrust enforcement activity inevitably translates into insufficiently vigorous competition in exactly the markets the enforcers and theorists want to make competitive.15 Looking at some examples of past government investigations and prosecutions suggests lessons for future decisions.

II Antitrust’s Past Misses

Four notable antitrust enforcement initiatives targeting iconic American enterprises—IBM, Microsoft, General Motors, and AT&T—provide a window onto the way that government enforcement efforts function and the sorts of considerations and information available to enforcement officials when they are making their decisions. These four episodes include three long-running antitrust actions and one instance in which the government, after years of investigating and gearing up for a prosecution, ultimately decided against litigation.

A. The IBM Case
The paradigmatic case for ill-conceived antitrust enforcement may be the action filed against IBM as President Lyndon Johnson’s administration departed in 1969. This was the Ramsey Clark Justice Department’s signature antitrust enforcement action. The Department accused IBM of illegally monopolizing the market for computers, contending that IBM violated Section 2 of the Sherman Act by bundling sales of its mainframe computers with sales of software and maintenance services. There is a great deal to criticize in the concept at the heart of the IBM case, given the almost universal use of similar bundling practices, even in the most aggressively competitive markets, and the evidence that these practices often benefit consumers.

Even for those who are not entirely sold on the arguments against tying theory in general, the central assertions in the IBM case seem questionable. Even more problematic, however, was the government’s definition of the market IBM assertedly monopolized. This encompassed only general purpose electronic digital computers, excluding a large number of other computers that, if not individually providing the same computational heft as IBM’s mainframes, nonetheless offered computing options that in combination could certainly substitute for mainframes.

DOJ’s view of the market was demonstrably too narrow to capture the actual competitive conditions among those providing and utilizing computing equipment, but even more, it seriously misjudged the way the computer market more broadly conceived was evolving. Mini-computers, micro-computers, and distributed (as opposed to centralized) data processing would soon turn the computing industry on its head.

From the vantage of twenty years after the government’s capitulation in the IBM case, it’s clear the development of smaller computers was able to replace functions formerly performed by mainframes, despite the supposition that there was not real competition between them. The problem with the government’s case is not that it failed to see the ultimate impact of developing technologies, many of which lay just over the horizon, but that the regulators thought they knew enough to see that the market would continue to be essentially as it was in the late 1960s.

In addition to the weakness of the underlying allegations, from an economic perspective, those who have studied the IBM case have reported the toll the case took on the company. Simply on the financial side, the antitrust litigation affected IBM’s fortunes by distracting its executives from planning and executing functions necessary to the company’s long-term business interests and by discouraging decisions that would have benefited the business but risked triggering further antitrust action. The government collected more than 750 million documents, pried into every aspect of the firm’s operations, and threatened to impose severe sanctions on the firm for practices that seemed indistinguishable from what competitors normally do—an inquiry that “paralyzed IBM.” Bill Kovacic noted both the inhibition on aggressive competition and the distraction from focusing on the core business considerations, saying “The diversion of firm personnel to support the case, as well as the time employees spend in casual conversation or mental speculation about the status of the case, silently bleeds the company’s creative resources and blurs its competitive vision.”

Given the rapid change in the market for computing—an evolution the Department of Justice lawyers who designed the antitrust suit plainly did not foresee—the government ultimately decided to abandon the case. In the end, the case stands for the proposition that government officials, even with the benefit of extensive investigation and expertise, often will not appreciate the most important sources of competition to enterprises that dominate a particular market and are prone to ill-advised interventions based on theoretical objections to market structure.

**B. The Microsoft Case**

Like its case against IBM, the government’s case against Microsoft challenged the then-dominant technology company in the area of computing technology that seemingly would be the dominant means of computing for the foreseeable future. Like IBM, the government’s case viewed Microsoft’s conduct largely through the lens of its impact on competitors, with assertions of consumer harm developed as derivative of the limitations on competing businesses. Like IBM, the government’s case rested on a relatively narrow market definition, looking only at operating systems running on IBM-compatible personal computers (a definition that, for instance, excluded Apple’s operating system).

After the government argued for tying in the IBM case, the government’s market definition also failed to capture competition in the area of computing technology that seemingly would be the dominant means of computing for the foreseeable future. Simply on the financial side, the antitrust litigation affected Microsoft’s fortunes by distracting its executives from planning and executing functions necessary to the company’s long-term business interests and by discouraging decisions that would have benefited the business but risked triggering further antitrust action. The government collected more than 750 million documents, pried into every aspect of the firm’s operations, and threatened to impose severe sanctions on the firm for practices that seemed indistinguishable from what competitors normally do—an inquiry that “paralyzed IBM.”

Bill Kovacic noted both the inhibition on aggressive competition and the distraction from focusing on the core business considerations, saying “The diversion of firm personnel to support the case, as well as the time employees spend in casual conversation or mental speculation about the status of the case, silently bleeds the company’s creative resources and blurs its competitive vision.”

Given the rapid change in the market for computing—an evolution the Department of Justice lawyers who designed the antitrust suit plainly did not foresee—the government ultimately decided to abandon the case. In the end, the case stands for the proposition that government officials, even with the benefit of extensive investigation and expertise, often will not appreciate the most important sources of competition to enterprises that dominate a particular market and are prone to ill-advised interventions based on theoretical objections to market structure.
the dynamic nature of the market. Crandall and Jackson point to the roles that tablets and smartphones play today, functioning in ways that overlap with PCs; the operating systems running on those devices necessarily are competitive in significant measure with the operating systems running on PCs. In fact, recent studies show that the majority of time spent on smartphones now is devoted to activities other than telephone conversations. The same point on market evolution holds for other products, such as servers, and for cloud computing as well, which increasingly offers an alternative to the PC and to a variety of features typically included in the PC operating system. The smarter the cloud and the more consumers rely on it, the less they need in a PC or its operating system.

While the government drew a picture of Microsoft as a company without serious competition, the company's leaders recognized that the next generation of high-tech firms—companies like Google—had the potential to turn the Internet into a substitute for much of what was being done by the PC and the systems that make it run. Everyone can now see what Microsoft's officers knew at the time: the real competitive threat to the company came from innovations that lay outside the market defined and examined by government officials.

C. General Motors—The Case That Wasn't

Well before Microsoft was under antitrust scrutiny—in fact, before it was incorporated—antitrust enforcers were taking a long, serious look at another seemingly unstoppable colossus benefitting from network effects. The company was General Motors (GM). From the mid-1930s to the mid-1970s, GM was the dominant automobile firm in the U.S. and, at least for most of this period, the world. General Motors accounted for between 40 percent and 50 percent of automobile sales in the U.S. during this forty-year stretch.

GM's success was attributed, among other things, to what are often termed indirect network effects—effects dependent on the number of people using a product or service but not necessarily on the ability of those people to interconnect directly with one another. General Motors had a large network of dealers, including dedicated after-purchase service expertise, which was a critical consideration for many consumers in choosing which automobile to buy. Not surprisingly, when buying a car, consumers want assurance that there will be sufficient quantities of parts available for repairs far into the future and that repairs services will be available at locations convenient to them. The larger the number of cars sold by a given company, the easier it is to support a repair network; conversely, the larger the repair network, the more valuable the car (other things equal) and the easier it is to make additional sales.

Those who were thinking about the economics of the car market in the 1950s, 1960s, and 1970s did not conclude that network effects in the automobile business led inevitably to a tipping point that would send all or almost all the purchasers to the company with the most sales and service franchises. But commentators did conclude that economies of scale affecting service availability and related matters helped limit the number of car companies that could compete effectively. In the mid-1960s and again in the mid-1970s, federal antitrust enforcement authorities (first in DOJ, then in the FTC) were concerned enough with the concentration of the automobile industry among the “Big Three” U.S. auto makers, and with GM’s dominance in particular, to reach at least tentative decisions that they should file charges against GM for unlawful monopolization and seek to break up the company.

The cases were prepared after decades of GM dominance during which the Big Three (GM, Ford, and Chrysler) American car companies’ sales accounted for 80 to 90 percent of the U.S. market. But, as Former FTC Chairman Tim Muris notes, the antitrust enforcers’ concerns about enduring market dominance were oddly timed, to say the least. The issue here was not one of market definition but of understanding the dynamics of the market. One of the key assumptions behind the move to break up GM was that foreign auto makers would not provide significant competition to domestic products in the U.S. market. The assumption was based on retrospective evaluation of the U.S. automobile market and personal experience of a small number of government officials based on the East Coast.

The information needed to throw cold water on the foreign-cars-don’t-matter assumption, however, was readily accessible; at the last round of charges was being prepared, import shares in the U.S. car market were rising rapidly, and would continue to rise steadily over the next decade before pause, then rising again. Imports accounted for an average of less than one percent of U.S. car sales between 1946 and 1955 and roughly six percent between 1956 and 1965, but that figure rose to more than 10 percent between 1966 and 1970, more than 15 percent between 1971 and 1975, over 20 percent between 1976 and 1980, and more than 25 percent between 1981 and 1985. By 2009, non-American brands accounted for over half the U.S. automobile market; GM, Ford and Chrysler (which had been bought and sold by German auto maker Daimler Benz and in 2009 was acquired by Italian auto maker Fiat) together accounted for the same share of the market that GM alone had commanded 30 years earlier, with Honda’s U.S. sales exceeding Chrysler’s and Toyota’s surpassing Ford’s.

This massive case that almost was is another illustration of government’s too narrow and too static vision of market competition. By the time the antitrust authorities were making their final effort to end what they saw as GM’s long-run dominance, its run was coming to an end.

D. The AT&T Case

Another major government enforcement case was the DOJ’s action against AT&T, asserting that the nation’s dominant telephone company had suppressed competition in the long-distance and terminal equipment markets. The suit, filed in 1974, resulted in AT&T’s break-up in 1984, separating “Ma Bell’s” operations into regional holding companies that oversaw local telephone services and a core set of long-distance and research functions.

After the break-up, AT&T’s share of long-distance revenues fell from more than 90 percent in 1984 to less than 40 percent in 2000. How much of this change can be connected to the antitrust case and its remedy, however, is questionable. As Eli Noam has argued, similar changes very well could have
occurred for other reasons. Changes in the technology for delivering communications services and the nature of demand for those services were important driving forces, independent of the legal structure in this market. Indeed, within a few years, pieces of the broken up system began recombining, and twenty years on, one of the original “Baby Bell” regional operating companies acquired what remained of AT&T (changing its name to keep the iconic label). And, as in other cases discussed above, the government regulators did not see these changes in either technology or business coming.

The AT&T case exceptional, though, because pricing in the telephone services market targeted by antitrust officials was controlled to a substantial degree by other government officials. AT&T was a regulated monopoly; its prices and practices were subject to government supervision; and the conduct at issue in the antitrust suit cannot be understood apart from decisions of the Federal Communications Commission. For decades, the FCC had pushed telecommunications providers to provide “universal service” at relatively uniform rates, regardless of geography and actual costs. In response, telephone companies used funds provided by higher charges for long-distance services to subsidize services for rural and other higher-cost users. Without protected markets in long-distance, such cross-subsidies were not possible.

When the technology of long-distance service began to change in the 1950s and 1960s, AT&T naturally resisted steps that would have facilitated competition. Increased competitive provision of long-distance services would have the effect of eroding the revenue source for the subsidies without limiting the obligation to subsidize high-cost users. The typical regulatory response against such “cream-skimming” (real or perceived) is to restrict competition. But the FCC and the courts permitted competitive entry in relatively high-revenue facets of the market, setting up the steps taken by AT&T to protect its revenue stream.

In a real sense, the antitrust suit was the product of sharply differing views of antitrust enforcement officials and officials charged with regulating the telecommunications industry. The technology of the industry was changing, and within a generation the seemingly inevitable and indestructible monopoly of AT&T had ended, victim of shifts to cellular telephony, enhanced data communications, and changing cost structures for communication as well as a dramatically changed regulatory environment. Whether the regulatory authorities did well or poorly, it is doubtful that antitrust authorities had better information or better legal basis for endeavoring to remake the industry.

III. Lessons and Suggestions for Enforcers

The four antitrust cases discussed here illustrate difficulties with regulatory interventions intended to restrain conduct of leading firms in industries that can change rapidly and unpredictably. All four cases targeted firms suspected of trying to extend or expand their leading positions by disadvantaging competitors. Of course, firms constantly try to succeed in part by conduct that disadvantages competitors, and regulatory agencies commonly are responsive to concerns of competitors. In all but one of the antitrust cases discussed here, the conduct at issue looked a great deal like ordinary competitive conduct. Using network relationships for business promotion is neither nefarious nor confined to monopolies, and bundling features or products together is a nearly ubiquitous practice, utilized by businesses in the most highly competitive fields as well as by dominant firms.

Much like any other government official reviewing arguments opposing regulatory intervention, antitrust enforcement officials commonly are skeptical of assertions by enforcement targets that challenged conduct increases efficiency, reduces cost, or raises value to consumers (the explanations that generally defeat antitrust claims). But arguments against the efficiency or consumer benefit of the targets’ actions should be viewed with equal skepticism, as they are pushed principally by people with every bit as great an interest in slanting the argument.

The overarching caution to antitrust enforcers that emerges from the cases reviewed above is against presuming that the obvious, common-sense boundaries around a market—what led to the description of IBM as dominating the market for computing or Microsoft the market for PC operating systems or GM the U.S. auto market or AT&T the market for telephone services—appropriately set the field of vision for antitrust enforcement (much less the artificially circumscribed market definitions that enforcers will urge when a case has been initiated). The market boundaries that so often are taken for granted frequently fail to capture the most important sources of competition. That is true even in markets as “old-line” and seemingly simple as the auto market, but it is even more likely to be true in high-technology industries where, almost by definition, new innovations will revise established assumptions about how things are done.

The market definition problem reflects more than the fact that officials so frequently cannot see changes coming that will dramatically alter competitive conditions in an industry. Almost no one, even those most intimately engaged in the industry itself, is apt to make good predictions about which technologies will succeed or what the ultimate scope of a new technology will be. The more trenchant flaw in antitrust enforcement is the difficulty for government officials to discern the critical factors that explain what actually makes a particular firm dominant, the factors that affect the durability of dominance, or the kinds of change in the market (either on the demand side or the supply side) that could dramatically erode that dominance.

Those who were pushing for antitrust restraints on IBM, Microsoft, GM and AT&T viewed network effects as the primary source of dominance. This supposedly explained why each company would continue to dominate a particular market segment and be able to increase its presence in that segment or spread its dominance across different products and services. As already noted, however, network effects also can have just the opposite effect: they can be the reason that a firm’s dominance comes to an end, as the success of a dominant firm is a spur to investment in competing technologies, including technologies that will tap network effects to replace the successful product or service based on established technology.

In this respect, the current high-technology focus of Section 2 antitrust enforcement is especially striking. The list of potential enforcement targets includes an array of firms that
were not in existence when the Department of Justice was suing IBM. Facebook, which is just taking its stock public as this is written, was launched in 2004; Google dates from 1998; Amazon was founded in 1994; Apple, though started in the mid-1970s, was on the brink of bankruptcy in 1997 before its resurgence (making this a reasonable date to think of it as being re-born). Each one has a business that arguably benefits greatly from network effects.6 At the same time, these businesses also are built on technologies that have evolved rapidly, generating new markets or replacing older technologies once considered durably dominant.59

Despite the networks they have established, each of these businesses also is notable for the relative ease with which consumers can switch from one provider (or one technology) to another—allowing consumers to substitute one product or service for another or, in many cases, to add products or services from multiple providers at minimal or zero cost. Just as consumers can add new browsers at the touch of a button and can use multiple browsers on their PCs, they can easily switch among search engines and social media. Search is especially easy to diversify, and consumers frequently use different search engines when seeking different types of information (for example, switching to a specialized search engine for music or travel)58; similarly, if less obviously, consumers also can be connected to more than one social network.59 Unlike computer hardware (IBM’s principal domain and the focus of the DOJ suit), consumers do not need to make huge investments in equipment or in special tailoring of goods and services for most of the products and services that are currently holding antitrust enforcers’ attention. Even more than with the firms challenged before, these are markets in which new firms and ideas come along quickly and take hold fast. Facebook, for example, in only eight years went from a concept that didn’t make sense to many people over the age of 40 to a business with more than a billion users.60

So, what should officials do when asked to look at claims against leading firms in arenas where evolving market conditions might make intervention unnecessary at best and counterproductive at worst? Both Democrat and Republican administrations have endeavored to incorporate dynamic analysis (of sorts) into evaluation of markets and calculation of appropriate government action.61 But these efforts have been partial and incomplete. They have not focused primarily on dynamic analysis as a commitment to looking systematically at—and seriously crediting—the ways in which broader competitive forces and innovations constrain dominant firms and modulate the impact of their behaviors. Much of the analytical effort has been directed to finding reasons for doubting static indications that markets are competitive rather than identifying ways in which dynamic changes will increase competition and correct perceived distortions.62

Yet the dominant effects of dynamic market forces, especially those aligned with innovation, is toward greater constraints on market leaders but a static analysis will perceive.63 The critical question for enforcement officials generally will be the effects’ magnitude (not their direction), something for which analytical tools are still lacking. The most important problem is not recognizing the possibility of dynamic constraints on market leaders but the relative impenetrability of serious analysis of what the dynamic effects will be.

Enforcement officials should be open to the notion that they have missed something in looking at the market, should be skeptical of the need for investigation and for litigation, and should be sensitive to the possibility that market forces on their own will adequately limit any perceived ill effects of questionable dominant firm conduct. The largest lesson of past antitrust cases is that officials often see a market that is either static or sufficiently stable over time that it seems unlikely to change in ways that will significantly alter the fortunes of a dominant firm or the options for price and quality enjoyed by consumers—and that officials see this even when investments already made will produce technologies that will upset current market realities and expectations. That was born out in each of the cases discussed above. A good practice is to find out which technologies or enterprises have been identified by leaders in the target firm as threats to the firm or its industry and what leaders in other firms say has the potential to replace the product or service at issue. Officials should take those concerns and hopes seriously; these often will turn out to be more instructive than carefully crafted extrapolations from industry trends and published forecasts.

Finally, when looking at high-technology industries, where significant investments are made in research and development, where new products can suddenly emerge that alter perceptions of what is possible (or enjoyable), and where consumer tastes can shift rapidly, officials should be especially cautious. These are markets where it is particularly difficult to maintain dominance, where sustained leadership over some time frame most likely indicates strong efficiencies (strong consumer value), and where innovations that are not yet recognized as significant can offer the strongest constraints on dominant firm behavior and the most important challenges to crafting a meaningful remedy that does more than disadvantage an individual contestant in a changing world.

The ghosts of antitrust past do not have to be mirror images of the future. But they send a strong caution signal to officials contemplating single-firm enforcement actions, in high-technology markets most of all. Antitrust officials ignore the lessons of the past at their peril—and ours.
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