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In 2010, the government of India approached Research In Motion (RIM), the manufacturer of Blackberry devices, with a demand. India wanted to monitor the encrypted e-mails and Blackberry Messages (a form of internet chat) that passed across RIM’s servers between corporate clients. And it wanted help in decrypting the encrypted messages. This was, the Indian government argued, essential to allow it to combat terrorism. And, they added, if you don’t give us this access, then we’ll pull your wireless license and close down Blackberry in India. Faced with the loss of more than one million Indian corporate customers, RIM compromised—it found a way to share with the Indian government where to find the encrypted messages the government wanted—in effect identifying the servers where the information originated—without actually decrypting the messages itself.¹

In making this arrangement (and, by all reports, placating the Indian government), RIM nicely illustrated two distinct, yet linked, issues that relate to the security of cyber communications, and are deeply imbedded in all aspects of the conflict in cyberspace. One is the issue of encryption—when and how communications and information can be encoded and decoded so that only the people you want to read the information can have access to it. The other is wiretapping—that is, whether and under what rules someone can intercept messages in transit and divert or copy them to their own purposes. The linkage between the two seems apparent—wiretapping a message you cannot decrypt still conceals the content of the message, and even unencrypted information is safe if the transmission channels are absolutely secure. Those engaged in a conflict in cyberspace want both capabilities—to intercept/divert information and to decode it so that they can read its contents.

And therein hangs a tale. India is not alone in its interest in being able to read people’s encrypted mail. Other governments from Dubai and China to the United States have the same interests—for good or for ill. Indeed, late in 2010 the United States government disclosed plans to expand its wiretapping laws to apply to encrypted e-mail transmitters like BlackBerry, social networking websites like Facebook and software that allows direct “peer to peer” messaging like Skype.² How well (or poorly) a nation achieves this objective bears directly on its ability to successfully win conflicts of espionage, crime, and war in cyberspace—and also on how great or little intrusion the government makes into the communications of its private citizens.

* * * * *

The Internet is a means, essentially, of transmitting information across large distances at a ridiculously rapid pace. All of the various types of attacks and intrusions that have become commonplace on the Internet today are, fundamentally, based upon the ability to corrupt the flow of accurate information—whether by stealing a portion of it for misuse, disrupting the flow so that accurate information does not arrive in a timely manner, or inserting false information into an otherwise secure stream of data. If the confidentiality and integrity of the information being transmitted cannot be relied upon, then the system or network that acts based upon that data is vulnerable. That, in a nutshell, is the core of much of cyber warfare, cyber crime, and cyber espionage—the ability to destroy or corrupt the flow of information from your enemies through intrusion or attack—and the collateral real-world effects of that destruction.

What if you could make your data incorruptible (or, slightly less useful but almost as good, if you could make your data tamper-evident, so that any corruption or interception was known to you)? If your goal is to protect your own information from attack, there are a number of ways you might achieve that objective. One of the earliest defensive measures taken in cyberspace was a method as old as human history—data and information were protected by encryption.

But this expansion of cryptographic capabilities to protect cyber networks comes with an uncertain cost to order and governance. Advances in cryptographic technology have made it increasingly difficult for individuals to “crack” a code. Code breaking is as old as code making, naturally. But as the run of technology has played out encryption increasingly has an advantage over decryption, and recent advances have brought us to the point where decryption can, in some cases, be effectively impossible. This has the positive benefit of allowing legitimate users to protect their lawful secrets—but it has the inevitable effect of distributing a technology that can protect malevolent uses of the Internet. If the United States government can encrypt its data, so can China, or the Russian mob, or a Mexican drug cartel.

An alternative strategy that works in concert with encryption is to make your information transmission immune to interception. Here, too, the changes wrought by Internet technology have made interception more difficult and enhanced the security of communications. In the world of telephone communications, for example, intercepting a communication was as simple as attaching two alligator clips to the right wire—hence the word “wiretapping.” Communications through the Internet are wholly different: the information being transmitted is broken up into small “packets” that are separately transmitted along different routes and then reassembled when they arrive at their destination. This disassembly of the data makes effective interception appreciably more difficult.

These two technological developments have led to controversy over critical policy issues that bear on cyber conflicts today. In the wiretapping realm, can the government require communications transmission companies to assure the

government access to communications? In other words, can they require internet service providers (ISPs) to provide them access to the data as it transits the net?

And if they can, under what rules would these communications be accessed? At the whim of a government? Or only with an appropriate court order? Under what sorts of standards?

I. Wiretapping—Yesterday and Today

Pre-Internet, wiretapping was an easy physical task. Early telephony by connecting two people who wished to communicate through a single, continuous wire (typically made of copper). The image that captures this concept most readily is of a telephone operator moving plugs around on a board and, by that effort, physically establishing an end-to-end wire connection between the two speakers.

That made wiretapping easy. All that was required was attaching a wire to a terminal post and then hooking the connection up to a tape recorder. The interception didn’t even need to be made at the central Publicly Switched Telephone Network (PSTN) switching station. Any place on the line would do. And, there was only one telephone company, AT&T, and only one system, so coordination with the PSTN was easy if it was authorized.

Things became a little more complicated when AT&T broke up into the “Baby Bells,” but the real challenge came with the development of new communications technologies. As microwave, FM, and fiber optic technologies were introduced, the technical challenges of intercepting communications increased as well. The technological difficulty in intercepting communications grew exponentially in a relatively short period of time.

Today the problem is even more complex—in addition to cellular telephones, we now have instant messaging and email and text messaging for written communications. If you want to communicate by voice, you can use Skype (a web-based video conferencing system), or Google Chat (an embedded browser-based chat program). Businesses use web-teleconference tools for teleconferences, and many people (particularly in the younger generation) communicate while present in virtual worlds through their “avatars.” Twitter and Facebook allow instant communication between large groups of people.

In short, we have created a massive number of ways in which one can communicate. When combined with the packet-switching nature of Internet web transmissions, and the development of peer-to-peer networks (that completely do away with centralized servers), the centralized PSTN network has become a dodo. And the Internet Engineering Task Force (the organization that sets standards for operation of the Internet) has rejected requests to mandate an interception capability within the architecture of the Internet communications protocols. With these changes, the laws and policies for authorized wiretapping have, effectively, become obsolete.

II. Wiretapping and Changing Technology

The law enforcement and intelligence communities face two challenges in administering wiretap laws in the age of the Internet—one of law and one of technology. The legal issue is relatively benign and, in some ways, unencumbered by technical complexity, though highly controversial nonetheless. We need a series of laws that define when and under what circumstances the government may lawfully intercept a communication. For the most part the authorization issues are ones involving the updating of existing authorities to apply explicitly to new technologies. The technical issue is far harder to solve—precisely how can the desired wiretap be achieved?

Legal Authorization—In Katz v. United States; the Supreme Court held that the Fourth Amendment applied to electronic communications, and that a warrant was required for law enforcement-related electronic surveillance conducted in the United States. Katz was codified in the Omnibus Crime Control and Safe Streets Act of 1968, with particular requirements for such interceptions laid down in Title III. In general, Title III prohibits the interception of “wire, oral, or electronic communications” by government agencies without a warrant and regulates the disclosure and use of authorized intercepted communications by investigative and law enforcement officers.

Reflecting its pre-Internet origins, Title III originally covered only “wire” and “oral” communication. It has since been modified to take account of technological changes and now covers all forms of electronic communication (including, for example, e-mails). The law also regulates the use of “pen register” and “trap and trace” devices (that is, devices designed to capture the “addressing information” of a call, such as the dialing information of incoming and outgoing phone calls). In general, this “non-content” information may be collected without a warrant or showing of probable cause, unlike the “content” portions of a message.

As a core part of its structure, Title III also incorporates certain privacy and civil liberties protections. It permits issuance of an interception warrant only upon a judicial finding of probable cause to believe that the interception will reveal evidence that “an individual is committing, has committed, or is about to commit” certain particular criminal offenses. Title III also has minimization requirements—that is, it requires the adoption of procedures to minimize the acquisition and retention of non-publicly available information concerning...
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generally, without interfering with subscriber services. (As an that they had that capacity—an effort that could be achieved, to change how they built their telecommunications systems so interception capabilities built in.

As Title III applies in the law enforcement context, the Foreign Intelligence Surveillance Act (FISA) authorizes the collection of communications for certain intelligence purposes. Passed in 1978, the Act creates the mechanism by which such orders permitting the conduct of electronic surveillance could be obtained from a specialized court—the Foreign Intelligence Surveillance Court (FISC). This court was, initially, authorized to issue orders for targeting electronic communications in the U.S. of both U.S. and non-U.S. persons based on a showing of probable cause of clandestine intelligence activities, sabotage, or terrorist activities, on behalf of a foreign power. The law was subsequently expanded to authorize the court to issue warrants for physical searches (1994), the use of pen registers/trap and traces (1999), and the collection of business records (1999).

To obtain a FISC order authorizing surveillance, the government must meet the same “probable cause” standard as in a criminal case: it must make a showing of probable cause to believe that the target of the electronic surveillance is a foreign power or an agent of a foreign power. And, as with Title III, the law imposes minimization obligations on the agency intercepting the communications.¹⁰

Technical Capacity—While amending the laws authorizing wiretaps to accommodate changes in technology has been, for the most part, a ministerial exercise of amending legislation, the same cannot be said of maintaining the technical capacity to tap into the ever-changing stream of communications.

Congress first attempted to address this problem through the Communications Assistance for Law Enforcement Act, known as CALEA.¹¹ CALEA’s purpose was to insure that law enforcement and the intelligence agencies would not be left behind the technology curve, by requiring telecommunications providers to build the ability to intercept communications into their evolving communications systems.

CALEA dealt with a technically feasible requirement. Initially, many digital telephone systems did not have interception capabilities built in.¹² CALEA required providers to change how they built their telecommunications systems so that they had that capacity—an effort that could be achieved, generally, without interfering with subscriber services. (As an aside, CALEA also provided for a federal monetary subsidy to the telecommunications providers to pay for the changeover.)

As drafted in 1994, CALEA’s requirements were applicable only to facilities-based telecommunications providers—that is, companies who actually owned the lines and equipment used for the PSTN and Internet. “Information services providers” (in other words, those who provide e-mail, instant messaging, chat, and other communications platforms that are not dependent on traditional telecommunications) were excluded, at least in part because those forms of communication were still in their infancy and of relatively little importance.¹³

Finally, and perhaps most importantly, CALEA did not say that telecommunications providers had to give government a way of decrypting encrypted messages that were put on its network for transmission. A telecommunications provider only had to decrypt messages if it provided the encryption services itself. So if an individual independently used encryption at the origin of the message, all that CALEA required is that the telecommunications provider should have a means of intercepting the encrypted message when authorized to do so.

III. The Wiretapping Problem Today

The problem today is two-fold: Cyber criminals, cyber spies, and cyber warriors are increasingly migrating to alternative communications systems—ones like Skype and virtual worlds that are completely disconnected from the traditional PTSN networks covered by CALEA. And they are increasingly using encryption technology that prevents law enforcement, counter-espionage, and counter-terrorism experts from having the ability to listen in on communications.¹⁴ On the wiretapping front the problems are, again, both technical and legal.

Technologically, the distributed nature makes true interception capabilities extremely difficult. In a peer-to-peer network there is no centralized switching point. And in a packet switching system where the message is broken in many parts, there is no place on the network where the whole message is compiled, save at the two end points. While peer-to-peer systems can be used for illegal activity (e.g. illegal file sharing),¹⁵ they are also an integral part of legitimate file-sharing activities.¹⁶

The government must use sampling techniques to intercept portions of a message and then, when a problematic message is encountered, use sophisticated techniques to reassemble the entire message (often by arranging for the whole message to be redirected to a government endpoint). The FBI developed such a system in the late 1990s, called Carnivore.¹⁷ It was designed to “sniff” packets of information for targeted messages. When the program became public, the uproar over this sort of interception technique forced the FBI to end the program.

It is said that the National Security Agency (NSA) uses a packet sniffing system, called Echelon, for intercepting foreign communications traffic that is significantly more effective than Carnivore ever was when deployed domestically.¹⁸ Indeed, according to the New York Times, the Echelon system was at the core of the NSA’s post-9/11 domestic surveillance system.¹⁹ While little is publicly known about the capacity of the Echelon system, one observer (an EU Parliamentary investigation) has estimated that the system could intercept three million faxes, telephone calls, or e-mails per minute.²⁰

In order for a system like Carnivore or Echelon to work, however, the routing system must insure either that traffic is routed to the sniffer along the way or that the sniffer is physically located between the two endpoints of the communication.
Therein lies the problem—many of the peer-to-peer systems are not configured to route traffic to law enforcement sniffers.

IV. Changing Law—Addressing New Challenges

To address these problems, the U.S. government has announced its intent to seek an amendment to CALEA. According to public reports, the government would seek to extend CALEA's wiretapping requirements for traditional telecommunications providers to digital communications technologies. Doing so would, according to the government, close a growing gap in existing surveillance capabilities that increasingly places criminal or espionage activity behind a veil that the government cannot pierce.

The proposed changes would have three components: 1) expansion of CALEA's decryption requirement to all communications service providers who give their users an ability to encrypt their messages;21 2) a requirement that foreign-based service providers doing business in the United States have a domestic office to which the government may go where interceptions can take place; and 3) apparently, a requirement that providers of peer-to-peer communications systems (like Skype) alter their software to allow interception of distributed communications. The government, speaking through Valerie Caproni, the General Counsel for the FBI, has argued that these proposed changes (which are expected to be the subject of legislative consideration in the coming year) would not give additional wiretapping authority to law enforcement officials, but simply extend existing authority "in order to protect the public safety and national security."22

The government's proposal poses any number of challenging legal and policy issues that will need to be addressed when (or if) Congress gets around to considering the question (some of these are issues unique to American consideration, others will be repeated globally).

The principal legal issues will, as before, involve authorization rules and standards for operation. Presumably, if the government is to be taken at its word, it will be seeking no greater interception authority than exists today for wire communications—routinized access to non-content "header information" joined with a probable cause standard for access to "content."

In some conceptions, the CALEA expansion might also implicate the Fifth Amendment protection against self-incrimination. Imagine an individual who encrypts messages he sends across the Internet. The courts have yet to determine whether or not an effort to compel that individual to disclose the decryption key constitutes a violation of his Fifth Amendment privilege. In general, the answer to the question will turn on whether disclosing the decryption key is thought of more like the production of a physical object (such as the physical key to a lock box), which may be compelled, or like the production of a person's mental conceptions (such as the memorized combination to a safe), which may not be.23

These Fifth Amendment considerations are likely to be of limited applicability. Even in many peer-to-peer applications (like Skype), the encryption keys are held by a centralized provider who uses the user-generated keys to enable encrypted communications from a variety of different platforms where the user might log in. In effect, to make the system more convenient, the user allows a third-party coordinator (here, Skype) to have access to the key. In doing so, Fifth Amendment protections are likely waived.

At bottom, however, the issues raised by the nascent proposal are more policy questions than legal questions. Consider a short list of these sorts of questions:

Is implementation of an expanded CALEA even technically feasible in all cases? How will software developers who are providing peer-to-peer services provide access to communications when there is no centralized point in the network through which the data will need to pass? Presumably this will require developers to reconfigure their software products in ways that permit the interception and decryption.

Think, for example, of an open-platform encryption program like TrueCrypt, where users retain sole possession of their own generated encryption keys. Here, the users might retain Fifth Amendment rights against self-incrimination that would protect them against the compelled disclosure of their keys—but could CALEA be amended to require that software commercial vendors who manufacture such programs include decryption back-doors? The answer is unclear.

And if they could, what then? Depending on how broad the modified CALEA requirements are, the economic costs of modifying existing platforms could run into the hundreds of millions, if not billions, of dollars. When CALEA was first implemented, the federal government made funds available to offset the costs of the upgrades.24 Would it do so again, and to what degree?

More significantly, what would be the security implications of requiring interception capabilities in new technologies? Building in these capabilities would necessarily introduce potential vulnerabilities that could be exploited, not only by those who would have authorized access, but by hackers who found a way to crack the capabilities of the protection itself.25

And, finally, there are issues to be considered in connection with international perceptions of American conduct. In recent months, there has been a spate of efforts by various foreign governments to secure access to Internet communications.26 It is difficult, if not impossible, for the United States to oppose such efforts in international fora when its own policy favors expansions of interception capabilities domestically. Indeed, our stated public policy favors Internet freedom, in large part as a way of energizing democracy movements around the world—a policy that is difficult to square with a domestic move toward greater governmental interception capabilities.

Conclusion

Technology has evolved far faster than the law. Existing wiretapping laws will, at a minimum, need to be updated to reflect the changing architecture of distributed communications. More fundamentally, we will need to consider whether (or not) to mandate the development of technology in a particular direction for the purposes of enabling governmental activities. Doing so will surely have positive investigative benefits for the government, but there will undoubtedly be collateral legal, economic, and political ramifications of such a requirement.
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