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The Cybersecurity Overreach: A Few Harsh Words About the President’s 
Cybersecurity Executive Order, Along with a Better Solution
By Patricia Paoletta*

Introduction

Few topics are worthier of public debate than enhancing 
U.S. cybersecurity. Former Secretary of Defense Leon 
Panetta stated that the collective result of attacks on our 

nation’s critical infrastructure could be “a cyber Pearl Harbor.”1 
At present, much of the U.S. fleet of critical infrastructure 
floats vast and unprotected. Almost every aspect of modern 
life intersects with or depends on the use of information and 
communications technology—transportation, defense, electric-
ity, water, healthcare, and agriculture are just a few examples. 
Each is prey to the spies, terrorists, hackers, and hostile foreign 
governments that operate online. 

All agree that the U.S. is vulnerable to cyberattack, but 
there is broad disagreement regarding how to mitigate this 
risk. The 112th Congress hotly debated this issue, weighing a 
number of legislative measures to improve cybersecurity. The 
debate divided Congress into two camps: one camp advocating 
for a regulatory approach, focused on top-down restrictions 
imposed on private industry by regulatory agencies; and the 
other camp advocating for a voluntary approach based on coop-
eration with the private sector, focused on information sharing 
between private industry and government. The parties’ positions 
on the private sector’s protection from liability—granted in 
wireless and wireline communications precedents—prevented 
agreement in legislation.

When the Senate defeated a bill that adopted the former 
approach, President Obama took matters into his own hands, 
issuing Executive Order (“EO”) 13636 on improving critical 
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infrastructure cybersecurity.2 Though its aims were praisewor-
thy, the EO was ill-advised. The EO itself was a half-measure, 
attempting to fight sophisticated and rapidly evolving cyberse-
curity threats with the slow and cumbersome tools of regulation. 
Worse, the EO’s issuance interrupted a productive and lively 
debate in Congress on how best to involve the private sector in 
cybersecurity. While the President has the authority to execute 
existing legislation, new obligations on the private sector and 
on interstate commerce must be passed by Congress.3 

This article (1) examines how the White House may 
have used the EO to circumvent these limitations; (2) briefly 
discusses flaws with the EO’s approach; and (3) endorses a non-
regulatory approach based on information sharing with and 
liability protection for the private sector, such as that adopted 
by the Cyber Intelligence Sharing and Protect Act (“CISPA”).4

I. Cyber Pearl Harbor

The cybersecurity threat is looming and multifarious. 
Terrorist organizations use the internet as a tool to radicalize 
and recruit citizens, to distribute propaganda, to plan attacks, 
and to communicate.5 Likewise, “cyberspies” use the internet 
to steal confidential or classified information to gain strategic or 
competitive advantages.6 In one example cited in a 2011 FBI re-
port, “one company that was recently the victim of an intrusion 
. . . lost 10 years worth of research and development—valued 
at $1 billion—virtually overnight.”7 “Cyberwarriors” conduct 
cyberattacks on behalf of nation-states; “cyberhacktivists” carry 
out cyberattacks for philosophical or policy reasons.8 As a recent 
white paper noted, “[m]any ICT devices and other components 
are interdependent, and disruption of one component may have 
a negative, cascading effect on others. A denial of service, theft 
or manipulation of data, or damage to critical infrastructure 
through a cyber-based attack could have significant impacts on 
national security, the economy, and the livelihood and safety 
of individual citizens.”9

Cybersecurity attacks are increasing in frequency and 
severity. According to one report, “[o]ver the past 6 years, the 

Note from the Editor:
This article is a discussion about Executive Order 13636 on cybersecurity infrastructure.  As always, the Federalist Society takes 
no position on particular legal or public policy initiatives.  Any expressions of opinion are those of the author. The Federalist 
Society seeks to further discussion on cybersecurity. To this end, we offer links below to different perspectives on the issue, and 
we invite responses from our audience. To join this debate, please email us at info@fed-soc.org.

Related Links:
• Exec. Order No. 13,636, 78 Fed. Reg. 11739 (2013): http://www.gpo.gov/fdsys/pkg/FR-2013-02-19/pdf/2013-03915.pdf 

• Jessica Vosgerchian, Executive Order Promotes Public-Private Collaboration to Protect Critical Infrastructure from Cyber Threats, 
Jolt digest, Harvard J.L. & Tech., Feb. 19, 2013: http://jolt.law.harvard.edu/digest/internet/executive-order-promotes-
public-private-collaboration-to-protect-critical-infrastructure-from-cyber-threats

• Mike McConnell et al., The Cybersecurity Executive Order: Exploiting Emerging Technologies and 
Practices for Collaborative Success, Booz Allen Hamilton (2013): http://www.boozallen.com/media/file/BA13-

http://www.gpo.gov/fdsys/pkg/FR-2013-02-19/pdf/2013-03915.pdf%20%0D
http://jolt.law.harvard.edu/digest/internet/executive-order-promotes-public-private-collaboration-to-protect-critical-infrastructure-from-cyber-threats
http://jolt.law.harvard.edu/digest/internet/executive-order-promotes-public-private-collaboration-to-protect-critical-infrastructure-from-cyber-threats
http://www.boozallen.com/media/file/BA13-051CybersecurityEOVP.pdf


82  Engage: Volume 14, Issue 3

number of cyber incidents reported by federal agencies to the 
U.S. Computer Emergency Readiness Team (“US-CERT”) rose 
from 5,503 in fiscal year 2006 to 48,562 in fiscal year 2012, 
an increase of 782 percent.10 Stories of these attacks are sober-
ing. Recently, the Washington Post reported that “[d]esigns for 
many of the nation’s most sensitive advanced weapons systems 
have been compromised by Chinese hackers.”11 Quoting a 
confidential report from the Defense Science Board, the Post 
reported that “[a]mong more than two dozen major weapons 
systems whose designs were breached were programs critical 
to U.S. missile defenses and combat aircraft and ships.” While 
large defense contractors may have systems sufficiently immune 
to hackers, subcontractors several layers below the general 
contractor with whom a federal agency contracts may lack 
sufficiently secure firewalls or security procedures to prevent 
intrusion up the chain. 

II. The EO Cuts Short Congress’s Debate on 
Cybersecurity

The Executive Order emerged from the Sturm und Drang 
of the 112th Congress, which saw a number of cybersecurity 
bills proposed and defeated. Though there was broad support 
for legislation addressing cybersecurity, the House, Senate, and 
White House all took a different view of the measures needed 
to address the problem.12 Most of the bills proposed contained 
some combination of the following elements: reform of the 
Federal Information Security Management Act (“FISMA”), 
protection of critical infrastructure, information sharing, 
criminalization of cybercrime, privacy, and the cybersecurity 
workforce, among other topics.13 

A. The Cybersecurity Debate

A key difference between the House and Senate ap-
proaches to cybersecurity was the role of information sharing. 
One major House bill—the Cyber Intelligence Sharing and 
Protection Act (“CISPA”)—focused on the sharing of cyber-
threat information between private-sector entities and the intel-
ligence community by, among other things, exempting private 
companies from liability for using cybersecurity systems to gain 
cyberthreat information and for making decisions based on the 
use of cyberthreat information gained under CISPA.14 Critics of 
the bill claimed that it lacked necessary privacy, confidentiality, 
and civil liberties safeguards.15

The White House frequently waded into these legislative 
debates. In May 2011, the White House sent a comprehensive, 
seven-part legislative proposal to Congress.16 Among other 
things, this proposal sought to strengthen the criminalization of 
cybercrimes, establish a national breach reporting system, create 
a system of cybersecurity information sharing, and mandate 
that regulatory steps be taken to protect critical infrastructure. 
The White House strongly disagreed with CISPA’s information-
sharing approach, particularly its shield of liability for compa-
nies that shared cybersecurity information.17 In April 2012, the 
White House threatened to veto CISPA if passed, stating that 
CISPA “would inappropriately shield companies from any suits 
where a company’s actions are based on cyberthreat informa-

tion identified, obtained, or shared under this bill, regardless 
of whether that action otherwise violated Federal criminal law 
or results in damage or loss of life.”18

Instead, President Obama favored a regulatory approach 
to cybersecurity that did not provide the private sector the 
incentive of liability protection.19 Taking a rare step, he penned 
an editorial in the Wall Street Journal warning of the risks of a 
cyberattack and urging the Senate to pass the Cyber Security Act 
of 2012.20 Among other things, this Act called for the creation of 
sector-by-sector risk-based cybersecurity performance require-
ments, which would require owners of critical infrastructure 
to mitigate cyber risks.

B. The Threatened EO

“When Congress refuses to act . . . I have an obligation 
as president to do what I can without them,” President Obama 
declared in 2012.21 That is not a universally shared understand-
ing of the executive power in our representative democracy. 
“It is a duty he has discharged with vigour and creativity,” one 
commenter retorted. 22 The circumstances surrounding the issu-
ance of EO 13636 put this view of presidential rulemaking on 
bold display, raising questions about the limits of the president’s 
power under the Constitution. 

During the 112th Congress, the White House indicated 
that it was considering issuing an executive order on cyberse-
curity that would implement some additional measures for 
information sharing and protection of critical infrastructure. 
Members of Congress opposed such action, arguing that an 
executive order would undermine Congress’s effort to pass sorely 
needed cybersecurity legislation. In one example, a letter from 
Senators Susan Collins, Richard Lugar, and Olympia Snowe 
urged President Obama to refrain from issuing an Executive 
Order:

The ramifications of a national cybersecurity policy for 
the public and private sectors are significant and deserve 
the transparency and legitimacy that can be achieved only 
though the legislative process.  Moreover, an Executive 
Order could have the unintended consequence of un-
dermining the need for Congress to act by lulling people 
into a false sense of security that the problem has been 
“solved” through executive action.

Only the legislative process can provide all of the tools, 
including clear protections from liability, necessary to 
incentivize voluntary participation to meet best practices 
and to protect companies that share cyber threat informa-
tion with the government.  Only legislation can put in 
place the privacy protections that Americans expect from 
their government.  Only legislation can ensure that the 
cybersecurity policy endures from one Administration to 
the next and provide the long-term solutions needed to 
address the cyber threat.23

On November 14, 2012, the Cyber Security Act of 2012 
was defeated in the Senate by a 51-47 vote—with five Demo-
crats voting against the bill and four Republicans voting for 
it.24 Some predicted that President Obama would attempt to 
resurrect the dead Cyber Security Act with an Executive Order 
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that contained many of the same pieces.25 They were right. In 
February 2013, as augured in his State of the Union address, 
President Obama issued Executive Order 13636 on improving 
critical infrastructure cybersecurity. The same day, he issued 
Presidential Policy Directive (“PPD”) 21, which established 
new overall goals for protecting critical infrastructure from 
both physical threats and cyberthreats.26 

This episode was typical of the President’s approach to 
a Congress he reportedly views as obstructionist. President 
Obama has frequently wielded his executive power to circum-
vent Congress’s wishes—for example, on immigration, gun 
control, climate change, and appointments. These actions ap-
proach—and possibly exceed—the limits of presidential power 
under the Constitution. 

In general, the Constitution vests the President with the 
power to execute and Congress with the power to legislate.27 
Presidents use executive orders to manage the operations of 
the federal government under legislated authority or authority 
expressly granted in Article II of the Constitution. It is worth 
noting that the Founders dedicated the First Article to Con-
gress, as more closely representative of the voting public. In one 
exposition of the President’s power to issue executive orders, 
the Office of Legal Counsel (“OLC”) explained:

The President’s authority to issue the proposed executive 
order derives from his constitutional power to ‘take Care 
that the Laws be faithfully executed.’ It is well established 
that this provision authorizes the President, as head of the 
Executive Branch, to ‘supervise and guide’ executive offi-
cers in ‘their construction of the statutes under which they 
act in order to secure that unitary and uniform execution 
of the laws which Article II of the Constitution evidently 
contemplated in vesting general executive power in the 
President alone.’28

But executive orders cannot impose novel obligations or 
restrictions on the public unless Congress has authorized the 
President to do so—whether expressly or implicitly.29 Further, 
questions arise where—as here—a President issues an executive 
order to do that which Congress has expressly rejected. 

Both Republicans and Democrats have harshly criticized 
presidents for usurping legislative authority with executive or-
ders.30 But such constitutional arguments rarely seem sincere; 
views on the scope of executive power often turn on an author’s 
agreement with the policy being promoted.31 In any case, the 
EO effectively created a set of obligations on private industry 
in a manner that bypassed the deliberation and accountability 
of Congress. 

III. The EO Is Well-Intentioned, But Flawed

With EO 13636 and PPD-21, President Obama forced 
into law the pieces of the Cyber Security Act that the Senate had 
rejected. The EO and PPD direct the Department of Homeland 
Security (“DHS”) and the National Institute for Standards and 
Technology (“NIST”) to, among other things: (1) create policies 
and procedures to increase information sharing about cyber-
threats; (2) develop a “Cybersecurity Framework” to reduce risk 
to critical infrastructure; and (3) create an incentives-driven 

cybersecurity program for critical infrastructure to share threat 
information with the U.S. Government. As of the writing of 
this article, implementation of the EO is well underway. On 
February 26, 2013, NIST published a request for information, 
initiating its development of the Cybersecurity Framework.32 
In July 2013, NIST released a draft outline of its Cybersecurity 
Framework.33 NIST is continuing to hold events and workshops 
as it develops and gathers additional input on the framework.

The exact scope of the EO is unclear, but ultimately it will 
be extremely broad. The EO and PPD contemplate regulation 
of “critical infrastructure.” Both adopt the definition of “criti-
cal infrastructure” employed by section 1016(e) of the USA 
PATRIOT Act of 2001; namely, “systems and assets, whether 
physical or virtual, so vital to the United States that the inca-
pacity or destruction of such systems and assets would have a 
debilitating impact on security, national economic security, 
national public health or safety, or any combination of those 
matters.” 34 

Industry sectors that fall under this broad tent will likely 
be subject to myriad regulations, all of which may fail to ad-
equately address cybersecurity concerns. The EO’s primary 
shortcoming is this: it does not incent information sharing, but 
rather adopts a regulatory approach that is unlikely to enhance 
cybersecurity. 

First, the EO fails to provide for information sharing. The 
EO does not facilitate information sharing among industry 
stakeholders and with the federal government. Section 4 of 
the EO declares that “[i]t is the policy of the United States 
Government to increase the volume, timeliness, and quality of 
cyber threat information shared with U.S. private sector entities 
so that these entities may better protect and defend themselves 
against cyber threats.”35 Among other things, the EO (1) calls for 
the federal government to quickly move unclassified informa-
tion to the private sector36; (2) increases the number of security 
clearances given to owners of covered infrastructure37; and (3) 
expands existing information-sharing systems.38 

At bottom, this directive simply commands agencies to be 
more vigorous in their information sharing. It does not create 
any new authority for information sharing, nor does it protect 
private companies that choose to use and share cybersecurity 
information from legal action—companies that may be reluc-
tant to share information because of FOIA, regulatory enforce-
ment, and lack of liability protections. (Nor could it, since such 
an exemption could only be accomplished through legislative 
action.) Without these protections, private industry will be 
cautious in sharing information or using shared information. 

And rightly so: a FOIA request could reveal proprietary 
information; shared information among businesses could raise 
antitrust concerns; and sharing sensitive information could re-
sult in a lawsuit alleging violation of privacy. A business will only 
voluntarily share information if the benefits of sharing outweigh 
its risks; without protection, a company may well decide to opt 
out of the voluntary information-sharing systems created by the 
EO. The EO’s failure to adequately protect companies seeking 
to share cybersecurity information was a theme of comments 
in the NIST docket regarding the Cybersecurity Framework.39

Second, the EO does not sufficiently allow for industry 
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participation. Though NIST has solicited input from private 
industry in crafting a Cybersecurity Framework, its rulemaking 
procedures lack the procedural protections of typical notice-
and-comment rulemaking. Notice-and-comment rulemaking 
proceedings require agencies to issue a notice of proposed 
rulemaking that references the legal authority and substance 
of the rule,40 to disclose the scientific basis for the rule in order 
to allow adequate opportunity to comment,41 to provide an 
opportunity for comment, and to issue a statement of basis 
and purpose.42 The point of these procedures is to publicize an 
agency’s development of its position, allow interested parties to 
comment on a proposed rule and, if necessary, allow the agency 
to revise the proposed rules.43  

The EO directs NIST to publish a preliminary version of 
comments within 240 days, and a final version within a year. 
That provides NIST only four months to allow comment on its 
preliminary framework, to adjust for new technological changes 
as required by Section 7(f ) of the EO, and to modify the final 
Cybersecurity Framework consistent with these comments. 
Given the broad scope of the EO and the technical, changing 
complexity of the issue, this timeline is challenging for sub-
stantive and broad public participation. Further, as explained 
more fully below, the threat of liability and antitrust concerns 
may chill stakeholder participation in this rulemaking process.

A mandatory regulatory approach is not well-suited to 
this task. Section 8 directs DHS and sector-specific agencies 
to establish a program under which owners and operators of 
critical infrastructure will voluntarily adopt the directives of the 
Cybersecurity Framework.44 Though the EO purports to create 
a voluntary, incentive-driven framework, Section 10 strongly 
suggests that the Cybersecurity Framework will ultimately drift 
from voluntary to mandatory. That section directs agencies 
responsible for regulating critical infrastructure to “determine 
if current cybersecurity regulatory requirements are sufficient 
given current and projected risks.”45 If an agency determines 
that “current regulatory requirements are deemed to be insuf-
ficient,”46 then that agency has 90 days to propose additional 
actions to mitigate cyber risk. 

Such a regulatory approach is ill-suited to this task. The 
primary problem is speed: the pace of innovation is fast; the pace 
of regulatory rulemaking slow. According to a phenomenon 
commonly called Moore’s law, personal-computer performance 
doubles every 18 to 24 months.47 By contrast, the average time 
it takes to write and implement major regulations is at least 24 
to 36 months.48 As one commenter in the NIST proceedings 
noted, “[t]he current cyber-threat environment evolves in real 
time and requires a continuous, complex, and layered approach 
to security that varies greatly across industry sectors. Many of 
the cyber issues faced by our clients differ greatly, change daily, 
and cannot be solved by an externally-imposed set of common 
responses.”49 Regulations will always trail technology; as a result, 
the efforts of regulators to stop hackers will resemble Wile E. 
Coyote’s efforts to catch the Road Runner—a step behind, no 
matter how sophisticated or expensive the Acme contrivance. 

The regulatory approach has other shortcomings. Apart 
from being slow, it is inflexible, costly, and diverts resources from 
innovative problem-solving towards compliance, regardless of 

the efficacy of regulation by those in private industry who own 
critical infrastructure. As a recent Government Accountability 
Office (“GAO”) report noted, regulations can often be overly 
rigid or precise, mandating the use of particular technical stan-
dards or even a specific product or technology.50 Compliance 
with regulations is also costly; the regulatory burdens imposed 
by reporting requirements could divert resources that busi-
nesses would otherwise use to protect infrastructure.51 Finally, 
a regulatory environment may “create[] a culture within the 
utility industry of focusing on compliance with cybersecurity 
requirements, instead of a culture focused on achieving com-
prehensive and effective cybersecurity.”52

IV. A Better Approach: Non-Regulatory Solutions to 
the Cybersecurity Problem

Since the EO’s issuance, Congress has continued to 
propose bills aimed to protect cybersecurity. In July 2013, 
Senators Rockefeller and Thune introduced the Cybersecurity 
Act of 2013,53 which, among other things, proposed to codify 
the EO’s mandate to NIST, direct the Office of Science and 
Technology Policy to build on existing programs and plans to 
develop a national cybersecurity research and development 
plan, task various authorities with supporting competitions to 
develop and recruit cybersecurity employees, and direct NIST 
to continue coordination of national cybersecurity awareness 
and preparedness. Crucially, the bill omits any discussion of 
information sharing and explicitly states that it does not “confer 
any regulatory authority on any Federal, State, tribal, or local 
department or agency.” 54

It would be wiser to adopt a flexible and non-regulatory 
approach focused on cooperation with the private sector. With 
Congress’s help, the private sector—nimbler and more innova-
tive—can protect its infrastructure more effectively than federal 
regulators can.55 As the Defense Science Board Report shows, a 
performance mandate for effective protection may be needed. 
Commenters have raised a number of non-regulatory solutions 
to improving the nation’s cybersecurity, including (1) revising 
liability rules to ensure that the full cost of data breaches is 
borne by the companies responsible, an innovation that could 
also lead to the development of a “cyber insurance” system to 
guard against liability; (2) improving supply chain security by 
establishing an accreditation system for technology companies; 
and (3) better educating the “cyber workforce.” 56 This Article 
examines two such non-regulatory approaches: (1) permitting 
“hacking back” and (2) facilitating information sharing among 
private corporations and the federal government. 

A. Hacking Back: An Interesting Idea in Need of Refinement

To foil robbers, many banks have turned to “dye packs,” 
exploding devices that stain both the money and thief with red 
ink, and then emit tear gas and release a foul odor.57 Designed 
to be indistinguishable from a stack of bills, these dye packs 
act as a kind of Trojan horse. After a robbery, the robber hur-
ries away from the scene of the crime with the dye pack buried 
among the rest of his stolen cash. Moments later, the dye pack 
detonates—destroying the money and covering the robber in 
ink. Not only does the dye pack lessen a prospective robber’s 
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incentive to steal by decreasing the value of his expected gain, 
but it also makes robbers easier to catch by literally painting 
them red.

The Georgian government recently employed a similar 
tactic to catch a cyber spy. In March 2011, the Georgian 
government began to investigate a hacker who was stealing 
sensitive information from government officials by planting 
malicious software on Georgian news websites.58 Later, the 
hacker began attacking the computers of Georgian government 
officials directly, by sending emails purporting to be from the 
president of Georgia. Each email contained a PDF attachment 
that delivered malware to the recipient’s computer. Throughout 
2011, the government continued to fight the hacker, whose 
attacks became increasingly sophisticated, with limited success.

Then Georgian officials came up with a better idea. They 
allowed the hacker to infect one of their computers. On the 
computer, they planted a file that they knew would be irresist-
ible to the hacker: a ZIP archive entitled “Georgian-NATO 
Agreement.” The file was the cyber equivalent of a dye pack: 
once downloaded, it installed spyware on the hacker’s computer, 
mining it for documents that officials could use to identify the 
hacker. The file also activated the hacker’s webcam and took 
two photos of the very surprised looking hacker—which the 
Georgian government then published online.59

Some urge Congress to allow U.S. companies to take simi-
lar measures. There is growing support for allowing the private 
sector to retaliate against hackers by “hacking back”—in other 
words, taking retaliatory measures to investigate or attack parties 
believed to be involved in a cyberattack.60 While hacking back 
may be structured in a way not to damage the hacker’s property, 
without legislation it could be found in a court to be trespass. 
But the approach nevertheless has a number of advantages: to 
begin with, it would harness private companies’ unique abilities 
and incentives to fight those who attempt to steal or destroy 
their data. Further, it would allow companies to aid intelligence 
and law enforcement officials in their efforts to catch hackers.61

To minimize legal challenges, legislators should allow self-
help that does not permanently damage hackers’ or innocent 
third-parties’ property. One can imagine a number of scenarios 
where an overzealous company punishes a relatively innocent 
server from which it detected a hacker—for example, a school 
in which a student has misused a school computer. Neverthe-
less, milder forms of self-help—temporary measures similar to 
the dye pack—could be beneficial.

Further, companies require more clarity on what defensive 
measures the law currently permits. The Computer Fraud and 
Abuse Act (“CFAA”), which prohibits accessing a computer 
“without authorization,” seems to bar hacking back. 62 The 
CFAA operates similar to an anti-trespassing law, allowing 
computer owners the right to control what happens on their 
machines. There is some disagreement on whether the CFAA 
permits hacking back.63 Is burying code on one’s own computer 
in an enticing file that a hacker inadvertently carries with 
him after an intrusion “accessing” the hacker’s computer? The 
Department of Justice takes the view that the CFAA prohibits 
hacking back. According to the Department of Justice’s manual 
Prosecuting Computer Crimes,

Although it may be tempting to do so (especially if the 
attack is ongoing), the company should not take any of-
fensive measures on its own, such as “hacking back” into 
the attacker’s computer—even if such measures could in 
theory be characterized as “defensive.” Doing so may be 
illegal, regardless of the motive. Further, as most attacks 
are launched from compromised systems of unwitting 
third parties, “hacking back” can damage the system of 
another innocent party.64

So what defensive measures are permitted? Even the 
above-quoted passage says only that hacking back “may” be il-
legal, and the CFAA does not explicitly define what constitutes 
“authorization.” It seems clear that the CFAA prohibits a hacked 
party from breaking into a computer to retrieve hacked data. 
It is less clear whether the CFAA prohibits planting malware 
in your own computer as a trap for an unwary hacker, as the 
Georgian government did. Better-defined rules about permis-
sible defensive measures will help responsible companies defend 
themselves against hackers and could foster their cooperation 
with law enforcement.

As policymakers struggle with the balance between 
security and privacy in the wake of the PRISM disclosure by 
Edward Snowden and oversight of the Foreign Intelligence 
Surveillance Act (“FISA”) court, so too should they balance 
rights of companies to defend their data and the property rights 
of innocent third parties..

B. Information Sharing: A Long-Overdue Solution

One badly needed measure to improve cybersecurity is 
a law fostering information sharing among private companies 
and the government. According to a recent GAO report, “[d]
ifficulties in sharing information and the lack of a centralized 
information-sharing system continue to hinder progress [in co-
ordinating the federal response to cyber incidents.]”65 Informa-
tion sharing would allow private and government actors to share 
risk information, cooperate in law enforcement efforts, and 
create patches for vulnerable software, among other benefits.

Such information sharing will not take place until private 
companies are given legal protection. Sharing information risks 
the exposure of proprietary information, antitrust concerns, and 
the filing of lawsuits based on alleged invasions of privacy or 
tortious interference. Potential liability makes businesses cau-
tious about sharing information between themselves or with the 
government, and therefore makes the process of information 
sharing both slow and expensive. With millions of intrusion 
attempts daily, sharing delayed is security denied. One com-
menter illustrates what could happen to the sorry company that 
decides to share information with the government:

Government prosecutors, law enforcement agencies, 
or civil attorneys use this information as the basis for 
establishing a violation of civil or criminal law against 
Company A [or a] customer, partner, or unaffiliated 
entity harmed by the incident sues Company A for not 
informing them of the incident as soon as they were aware 
of it. Company A’s disclosure can be seen as a “smoking 
gun” or “paper trail” of when Company A knew about 
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a risk event though Company A did not yet have a legal 
duty to report the incident. Such allegation could lead to 
costly litigation or settlement regardless of its validity.66

A solution to this problem has percolated in the House, 
which recently passed CISPA.67 CISPA provides for the shar-
ing of cyberthreat information between private-sector entities 
and the intelligence community.68 The proposed bill facilitates 
information sharing by making both private industry and the 
government comfortable sharing and using cyberthreat informa-
tion. For information that the government shares with private 
entities, cyberthreat information is only shared with certified 
entities or those with a security clearance, and CISPA restricts 
how such information can be used.69 

For information that private entities share with the gov-
ernment, CISPA (1) exempts such information from disclosure 
under FOIA; (2) prohibits the government from sharing the 
information with other entities; and (3) prohibits the govern-
ment from using the information for regulatory purposes.70 
Perhaps most importantly—and most controversially—CISPA 
protects private companies from liability for using cybersecu-
rity systems to gain cyberthreat information and for making 
decisions based on the use of cyberthreat information gained 
under CISPA.71 The bill facilitates sharing, but does not require 
it. CISPA is voluntary, and private entities are not subject to 
liability for “choosing not to engage in the voluntary activities” 
authorized under CISPA.72 

Conclusion

In his Executive Order, President Obama warns that “[t]
he cyber threat to critical infrastructure continues to grow and 
represents one of the most serious national security challenges 
we must confront. The national and economic security of the 
United States depends on the reliable functioning of the Nation’s 
critical infrastructure in the face of such threats.”73 Elsewhere, 
he has noted that “[o]ur national security depends on sharing 
the right information with the right people at the right time.”74 
He is right on both counts.

 President Obama’s EO is a well-intentioned attempt 
to address U.S. vulnerability to cyberattack, but it is also a 
misguided one. Mandated solutions will inevitably be too slow 
to effectively respond. Such regulation can divert resources to 
compliance rather than innovation and cooperation on antici-
pating threats. The better approach is to cooperate with private 
industry by—among other things—sharing information to 
help coordinate efforts to enhance cybersecurity and providing 
liability protection.

The debate on PRISM has shown that there is more 
tolerance in the electorate for decreased privacy in exchange 
for enhanced security than opponents of liability protection in 
cybersecurity legislation would have us believe. Regardless of 
the long-term wisdom of that perceived trade-off, if PRISM is 
allowed to continue, certainly the private sector—which does 
not have the power to incarcerate or execute other forms of 
state violence—should be allowed to share information that, 
while revealing certain users’ data, will enhance cybersecurity 
for all users.
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